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KINETICS of WEATHERING and DIAGENESIS

Robert A. Berner

INTRODUCTION

Most solid materials found near the surface of the earth are not thermodynamically stable there. Some outstanding examples are: unweathered igneous feldspars, semi-amorphous "clay" (instead of well-crystallized phyllosilicates), and fine-grained goethite (instead of hematite) in soils, and undecomposed organic matter, aragonite (instead of calcite), and opaline silica (instead of quartz) in marine sediments. This metastability arises from fundamental causes which are physical, biological, and chemical in origin. First, igneous and metamorphic minerals, stable only at elevated temperatures, are carried into the zone of weathering by such physical processes as uplift and volcanism, and the energy necessary for this to occur is derived from within the earth. Second, because of an input of solar energy and its trapping by photosynthesis, organisms are able to biologically synthesize organic matter and other unstable substances such as aragonite and opaline silica. Finally, during weathering and diagenesis less stable minerals can form because of chemical factors which bring about the inhibition of nucleation and growth of more stable phases.

The preponderance of metastability near the earth’s surface is a direct consequence of the slowness of chemical reaction rates at low temperatures. Thus, kinetics plays more of a leading role in earth surface geochemistry than it does at higher temperatures. Furthermore, we can study the rates and mechanisms of reactions by observing various stages during reaction both in the field and in the laboratory. The purpose of this chapter is to show how several different aspects of chemical kinetics can be brought to bear on the study of two major earth surface processes: weathering and diagenesis. Before proceeding directly to discussions of weathering and diagenesis, it is necessary to present some fundamental kinetic concepts which will enable the reader to better understand the discussions.
In this paper we will be mainly concerned with the crystallization and dissolution of minerals from aqueous solution and the bacterial decomposition of organic matter. Basic principles controlling these three processes are presented in this section. Discussion is based on the following references which may be consulted for further details: Nielsen (1964) and Ohara and Reid (1973) for crystallization, Berner (1978a) for dissolution, and Berner (1980) for all three processes.

Crystallization

The crystallization, or precipitation, of a solid substance from aqueous solution can be divided into two processes: nucleation and crystal growth. Nucleation occurs prior to growth and distinction between the two processes can be made in terms of Figure 1. As a body precipitating from solution begins to increase in size (or in the number of atoms it includes) it encounters a free energy barrier to further growth. This barrier is a consequence of the fact that an interface between the growing body and the solution forms, and this results in an increase in free energy due to the creation of the interface. At small sizes the interfacial free energy dominates over the drop in free energy accompanying the relief of supersaturation, and as a result there is a net free energy increase. The free energy increases up to a maximum where the interfacial and bulk terms balance one another. At this point the body is referred to as the critical nucleus and the process leading up the free energy "hill" is called nucleation. During nucleation the body is referred to as a crystal embryo.

Once the critical nucleus has formed, further increase in its size can take place spontaneously with a net decrease in free energy.
This process is referred to as crystal growth and the growing body is considered a true crystal. Growth (and nucleation of other crystals) continues until enough material is removed from solution that supersaturation is relieved and equilibrium is attained.

As the degree of supersaturation is increased, the ease of nucleation is increased. This is shown in Figure 1 by a decrease in the size of the critical nucleus and a decrease in the free energy of nucleation, \( \Delta G^* \) as the degree of supersaturation \( \bar{\Omega} \) is increased. (The parameter \( \bar{\Omega} \) is defined as the actual ion activity product divided by the equilibrium or solubility product.) The rate of nucleation is a strong exponential function of the free energy of nucleation; consequently, at high \( \bar{\Omega} \) values nucleation is very fast. Since nucleation and growth compete for dissolved material, at high degrees of supersaturation the rate of nucleation may be so fast that most of the excess solute is precipitated in the form of critical nuclei with little left over for growth. Since critical nuclei are commonly in the size range 10-100 Å, such rapid crystallization can result in the formation of a very fine grained precipitate. In this way the formation of poorly crystallized minerals in nature and in the laboratory can be explained. A common example is the reddish gelatinous precipitate of Fe(OH)_3 obtained by the mixing of concentrated solutions of ferric chloride and sodium hydroxide in the laboratory.

Low levels of supersaturation, by contrast, can result in good crystallinity. This comes about because the nucleation rate is so slow that most excess dissolved material is consumed by crystal growth on a limited number of critical nuclei. Most minerals which exhibit some degree of crystallinity from their x-ray diffraction patterns fall in this category. Thus, the rest of the discussion of crystallization will be devoted to crystal growth.

Crystal growth involves the transport of dissolved species to and from the surface of a crystal and various chemical reactions occurring at the surface. The latter includes adsorption, ion exchange, dehydration of ions, formation of two-dimensional nuclei on the surface, diffusion along the surface, ion pair formation, etc. The rate of growth is limited by the slowest step within a whole chain of processes and the nature of the rate-limiting step is not usually known. However, as a first approximation, the rate of crystal growth can be
characterized as being controlled either by transport of ions to the surface (transport-controlled), by reactions at the surface (surface-reaction controlled), or by a combination of both processes. A comparison of the three mechanisms is shown in Figure 2.

In pure transport-controlled growth (Fig. 2-a) ions (atoms, molecules) are added to the surface of the crystal so rapidly that migration of ions in solution to take their place cannot keep pace. As a result concentrations in solution adjacent to the crystal surface fall until they almost reach the equilibrium or saturation level. Further growth is limited by the rate at which additional ions can be transported to the crystal surface and the slowest process is that of molecular (ionic) diffusion. Transport to the surface can be accelerated by bulk flow of solution past the growing crystal or by stirring. Thus, transport-controlled growth is a strong function of the hydrodynamic state of the solution.

In pure surface-reaction controlled growth (Fig. 2-b) ion attachment to the surface is so slow that replenishment of ions in solution near the surface is easily accomplished by molecular diffusion and other transport processes. Concentrations in the near-surface zone are little different than those in the bulk solution, and growth rate is not affected by the hydrodynamic state of the solution.

Intermediate situations (Fig. 2-c) arise where ion attachment is sufficiently rapid that concentrations in the near-surface region are lower than they are in the bulk solution but not rapid enough to bring about a lowering to the saturation value. In this case the rate of growth is controlled by both transport and surface reactions.
Discernment of whether the rate of crystal growth of a given mineral is controlled by transport or surface-reaction can be accomplished by comparing measured rates of growth (from laboratory experiments or, preferably, from field methods) with those calculated for growth via molecular diffusion. Molecular diffusion is the slowest process by which crystals can grow and still have their rate controlled by transport. Faster measured rates indicate (advective) transport control whereas slower measured rates point to control by surface chemical reactions. Calculation of the approximate rate of growth via molecular diffusion is normally done using the expression (Nielsen, 1964):

\[
\frac{dr_c}{dt} = \frac{vD_s(C_\infty - C_{eq})}{r_c}
\]

where: 
- \( r_c \) = average radius of the crystals,
- \( v \) = molar volume of the crystalline substance,
- \( D_s \) = coefficient of molecular diffusion in aqueous solution,
- \( C_\infty \) = concentration in solution away from the crystal surface,
- \( C_{eq} \) = equilibrium concentration adjacent to the crystal surface,
- \( t \) = time.

For constant \( C_\infty \) (appropriate to an open system), equation (1) can be integrated to:

\[
r_c = \left[ \frac{2vD_s(C_\infty - C_{eq})t}{3} \right]^{\frac{1}{2}}
\]

(Note that equations (1) and (2) are most correct when applied to equi-sized, equidimensional (i.e., cubes, spheres, etc.) crystals separated by at least five diameters.)

Other ways of deducing overall growth mechanisms are through the use of different temperatures and different stirring rates in laboratory crystallization experiments. A stronger temperature dependence than that predicted for aqueous diffusion-controlled growth indicates a surface-reaction mechanism whereas a dependence on stirring rate, as discussed above, indicates transport control.

Actual mechanisms offered to explain surface-reaction controlled growth are varied and numerous. The two most commonly cited ones are surface nucleation control and dislocation control. In the former, rates of ion attachment are limited by the rate at which a new two-
dimensional nucleus is formed on an otherwise atomically flat crystal face. The new nucleus is needed to provide unit-cell-sized steps and kinks on the surface which are energetically favored points of attachment. This is shown in Figure 3. In dislocation-controlled growth, built-in steps and kinks are provided by the intersection of screw dislocations with the crystal surface. By this mechanism the energy of surface nucleation is already provided by dislocation outcrops and growth spirals emanating from them, and, as a result, growth may occur at very low degrees of supersaturation. Although dislocation-controlled growth has been studied considerably, further discussion is beyond the scope of this paper, and the reader is referred to the book by Ohara and Reid (1973) or the classic work of Burton, Cabrera and Frank (1951) for additional details.

An important process, so far unmentioned, which can appreciably affect the rate of growth (and nucleation) of crystals from aqueous solution, is the adsorption of ions, molecules, etc., from solution onto the crystal surface (see Chapter 1). Natural waters contain many dissolved constituents which readily adsorb onto growing crystals, and some of these can serve as growth inhibitors. If normally available growth sites, such as kinks, are blocked by strongly adsorbed ions, then overall rates of growth can be greatly diminished. Also, preferential adsorption of such "poisons" onto certain crystal faces can result in the deceleration of their growth and a consequent alteration in crystal habit. Octahedral halite grown in the presence of urea is a classical example. The adsorption of inhibitors can so alter growth rates that normal rate dependences on supersaturation, as given for example by the usual models for dislocation-controlled growth (Burton et al., 1951), are not obeyed (e.g., see Ohara and Reid, 1973).
Dissolution

Like crystallization the overall process of dissolution of solids by an aqueous solution is controlled either by transport or by surface chemical reactions. The classification scheme shown in Figure 2 can also be applied to dissolution with the only difference being that concentrations adjacent to the crystal surface, for transport-controlled dissolution, are higher than they are in the bulk solution. Obviously, dissolution occurs only where undersaturation of the bulk solution is present, in other words, where $\bar{N} < 1$.

Methods for the discernment of the rate-controlling mechanism of dissolution are similar to those for crystallization. The rate of diffusion-controlled dissolution can also be obtained from equation (1). Note in this case that $dr_c/dt$ is negative because $C_{eq}$ is greater than $C_c$. Comparison of measured rates of dissolution with that calculated for diffusion control, via equation (1), enables elucidation of the overall rate-controlling mechanism. Determination of the effects of temperature variation and stirring in the laboratory can also be used for the same purpose.

Dissolution is dissimilar to crystallization in one important respect. It is that three-dimensional nucleation is not necessary in dissolution since the dissolving crystals are already present. In fact, observations of partially-dissolved crystals can be used as an additional method for deducing the dissolution rate-controlling mechanism. In the case of rate control by surface reaction, slow partial dissolution of the surface results in the formation of crystallographically controlled features, such as large, well-developed etch pits. This arises from the fact that major dissolution originates only at points of excess energy on the surface such as dislocation outcrops. In the case of transport-controlled dissolution, attack of the surface is so rapid and non-specific that etching occurs virtually everywhere, and, as a consequence, only general rounding results. A comparison of morphological features produced by each mechanism for the same mineral, calcite, is shown in Figure 4.

As in the case of crystallization, rates of dissolution are considerably affected by the presence of adsorbed inhibitors. Such inhibition leads to surface-reaction controlled dissolution whose rate
dependence on the degree of undersaturation is much greater than that predicted by commonly adopted theories. For example, the work of Morse (1978) and Keir (1980) has shown that calcite, under earth-surface conditions, dissolves in seawater at a rate that is proportional to the fourth or fifth power of the concentration difference (C_{eq} - C_0). (Compare with equation (1).) This high-order kinetics is believed to be caused by the adsorption of dissolution-inhibiting phosphate ions onto the calcite surface (Berner and Morse, 1974; Morse and Berner, 1979).

Organic Matter Decomposition

Organic matter decomposition is discussed in the present paper because it exerts a major control on the chemistry and authigenic mineralogy of shallowly buried sediments. Rate laws for the decomposition of organic matter in sediments have not been well established. The model used here is that which I have used before (Berner, 1974; 1980). In it, it is assumed that the overall process of organic
decomposition (which includes a number of individual microbial steps) to \( \text{CO}_2 \) and other simple inorganic molecules, is first order with respect to the initial polymeric material undergoing decomposition. In other words:

\[
\frac{dG}{dt} = -kG
\]  

where: 
- \( G \) = concentration of organic carbon undergoing decomposition (not total organic carbon),
- \( k \) = first-order rate constant,
- \( t \) = time.

The parameter \( G \) represents that fraction of the total organic matter actually undergoing decomposition at any given time. The reactivity, or \( k \) value, of organic compounds (i.e., metabolizability) varies greatly and this is reflected by large variations in \( k \) from sediment to sediment and with depth in a single sediment (Toth and Lerman, 1977; Berner, 1978b; 1980; Jorgensen, 1978). Total organic carbon at the time of deposition is divided into various fractions, \( G_1, G_2, \) etc., according to their reactivity or \( k \) value. After deposition the most reactive compounds are destroyed first (\( G_1 \)), followed by the next most reactive compounds (\( G_2 \)), and so forth. As a result, sediments buried at slow rates contain only the less reactive organic compounds since the more reactive ones are destroyed at the sediment-water interface.

For each organic fraction designated as \( G \) the value of \( k \) varies with the process of decomposition. Organic matter in sediments is destroyed (microbially) by a variety of oxidizing agents in a definite succession (e.g., Claypool and Kaplan, 1974). Dissolved oxygen is first used until it is entirely consumed, then dissolved nitrate until it is all gone, and then dissolved sulfate. Once all sulfate is used up there are no more inorganic oxidizing agents, and some of the organic carbon then appears as methane. Because of differences in free energy yields and metabolic pathways, decomposition of the same organic compounds by each of these processes can result in a different value of \( k \) in each case.
WEATHERING

The application of chemical kinetics to weathering is a relatively recent phenomenon. Most theoretical treatments of weathering have been in terms of equilibrium or irreversible, quasi-equilibrium models (Helgeson et al., 1969; Fritz, 1975; Gac et al., 1978; Tardy et al., 1974; Pouillac et al., 1977; Lindsay, 1979). One of the first workers to apply true chemical kinetics to weathering problems was Wollast (1967), who described the results of experiments in which ground K-feldspar was placed in buffered aqueous solutions and the release of silica with time was measured. Wollast found that the rate of addition of silica to solution decreased with time and he explained this decrease in terms of the formation of a protective layer of aluminous precipitate on the surface of the feldspar. The rate of dissolution was assumed to be controlled by the rate at which silica and cations could diffuse through the surface layer. Calculations based on a diffusion model, which is similar to that often used to describe the protective corrosion of metals, resulted in calculated diffusion coefficients $D$ which are of the same order of magnitude as expected for solid diffusion ($10^{-10}$ to $10^{-20}$ cm$^2$sec$^{-1}$).

Subsequent workers (Helgeson, 1971; Pačes, 1973; Busenberg and Clemency, 1976) have expanded on the Wollast model and have suggested that the release of silica and cations from alkali feldspars can be described in terms of "parabolic kinetics" where the concentration in solution builds up in direct proportion to the square root of time. The protective surface layer is presumed to be either a precipitate of aluminum hydroxide and/or clay minerals, or "feldspar" in which the cations have been replaced by hydrogen (or hydronium) ions.

The concepts of parabolic kinetics and a protective surface layer formed on alkali feldspar during weathering have been tested by subsequent work (Petrović et al., 1976; Petrović, 1976; Holdren and Berner, 1979; Berner and Holdren, 1979). In the studies of Petrović et al. and Holdren and Berner, ground sanidine and albite were subjected to leaching by aqueous solutions in the laboratory under conditions essentially identical to those employed by Wollast. Parabolic release of silica was found, but unexpectedly, the surfaces of the reacted feldspar grains were not found to be altered in any way. The Wollast model...
predicts an altered surface of several hundred Ångströms thickness, but, using x-ray photoelectron spectroscopy (XPS), we found that no alteration product any thicker than about 5-15 Å could be present on the feldspar surface. In addition, we found that the parabolic kinetics could not be reproduced if the ground feldspar grains used for experimentation were first treated with HF to remove ultrafine and strained particles produced by grinding. This is shown in Figure 5. We obtained only linear kinetics, or a constant rate of release of silica to solution with time, with HF-treated material. We believe that the "parabolic" kinetics obtained by other workers is the result of varying rates of dissolution of particles produced during grinding. Very fine, sub-micron-sized particles, as well as strained regions on larger particles, because of excess surface free energy, should dissolve more rapidly than the larger grains. Initial silica release, therefore, should be faster due to preferential dissolution of the fine particles, and deceleration with time should occur as the particles are consumed. 

We actually observed disappearance of these particles during dissolution. From our results we conclude that feldspar dissolves in the laboratory according to linear kinetics and does not produce an altered surface layer. Parabolic kinetics is most likely an experimental artifact due to grinding.

Our laboratory results are essentially verified from studies of feldspar grains taken from soils (Berner and Holdren, 1979). Under the scanning electron microscope (SEM) we found clay adhering to the surfaces of feldspar grains, but this clay could not have been protective in the sense envisioned by Wollast (1967). Shrinkage, upon drying (Fig. 6) shows that the clay is highly hydrous and not likely to be protective. (Typical diffusion coefficients in hydrous clay average about $10^{-6}$ cm$^2$ sec$^{-1}$, not $10^{-15}$ to $10^{-20}$ cm$^2$ sec$^{-1}$ as required by the protective layer model.) Also, in most soils studied the clay does not adhere strongly (as would be expected if it were protective) since it can be removed by ultrasonic cleaning. Finally, examination of the surfaces of ultrasonically cleaned feldspar grains by XPS indicated a surface composition in the outermost few tens of Ångströms essentially identical to grain interiors. No cation depletion or aluminum enrichment, as expected for an altered surface layer, was found.
Figure 5. Effect of sample preparation on the dissolution behavior of albite feldspar. Albite grains, shown in SEM photomicrographs were (a) untreated and (b) HF-etched, after grinding. Each silica plot is for material pictured above it. (Adapted from Berner and Holdren, 1979)
If feldspar dissolution during weathering is not controlled by diffusion through a protective surface layer, then how does it dissolve? We feel, along with Aagaard and Helgeson (1981) and Dibble and Tiller (1981), that the limiting step in dissolution is not diffusion but chemical reaction at the feldspar-water interface. Proof of this is provided by SEM observations of ultrasonically cleaned feldspar grains taken from soils. The feldspar grains show the growth and development of characteristic, crystallographically-controlled etch pits on the surface which indicates dissolution rate control by surface chemical reaction (Wilson, 1975; Berner and Holdren, 1979). Some examples are shown in Figure 7. The etch pits indicate selective attack of the feldspar surface by soil acids, at points of excess energy such as dissolution outcrops. General attack of the surface with consequent rounding, as predicted for diffusion-controlled dissolution, is not found.
We discovered that we could duplicate the etch features found on soil grains by treating fresh feldspars with HF for extended periods in the laboratory (Berner and Holdren, 1979). Also, the same type of pitting (prismatic-shaped pits) was found on a variety of K and Na feldspars taken from several different soils where different soil acids should have been present. From this we conclude that pit shape is not sensitive to the type of acid attacking the feldspar as is the case for calcite dissolution (Keith and Gilman, 1960).

Our overall conclusions with regard to the dissolution of feldspar have been corroborated more recently from studies of pyroxene and amphibole dissolution, both in the laboratory and in soils (Berner et al., 1980; Schott et al., 1981). Pyroxenes and amphiboles also dissolve via linear and not parabolic kinetics in the laboratory when HF pretreatment is employed to remove ultrareactive fine particles produced by grinding. Dissolution in soils also produces characteristic etch pits showing that dissolution rate of pyroxenes and amphiboles is controlled by surface chemical reactions (example in Figure 8). One difference is that pyroxenes show some cation depletion, relative to silicon, on their surfaces, but this depletion extends to a depth of only a few Ångströms. This is too thin to be described as a diffusion-inhibiting protective surface layer. Diffusion loses all meaning when the total distance of diffusion is of the same order of magnitude as the size of the diffusing entities.

The mechanism of dissolution of minerals other than feldspars, pyroxenes and amphiboles during weathering has not been determined. Nevertheless, some prediction can be made. This is because there appears to be a reasonably good correlation between the solubility of a mineral and the rate-controlling mechanism by which it dissolves. This is shown in Table 1. The less soluble minerals all dissolve by surface reaction control. AgCl is an apparent exception but this may be caused by photochemical changes during kinetic studies, e.g., see Nielsen and Söhnel (1971). Since most minerals involved in weathering have solubilities falling in the lower range shown in the table, it is likely that the rate of dissolution of many other minerals during weathering is also controlled by surface chemical processes and not by diffusion, either in aqueous solution or through protective surface layers.
### Table 1. Dissolution rate-controlling mechanism for various substances arranged in order of solubilities in pure water (mass of mineral which will dissolve to equilibrium.) (After Berner, 1978a; 1980)

<table>
<thead>
<tr>
<th>Substance</th>
<th>Solubility (mole per liter)</th>
<th>Dissolution rate control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ca$_2$(PO$_4$)$_3$OH</td>
<td>$2 \times 10^{-8}$</td>
<td>Surface-reaction</td>
</tr>
<tr>
<td>KAISi$_3$O$_8$</td>
<td>$3 \times 10^{-7}$</td>
<td>Surface-reaction</td>
</tr>
<tr>
<td>NaAlSi$_3$O$_8$</td>
<td>$5 \times 10^{-7}$</td>
<td>Surface-reaction</td>
</tr>
<tr>
<td>BaSO$_4$</td>
<td>$1 \times 10^{-5}$</td>
<td>Surface-reaction</td>
</tr>
<tr>
<td>AgCl</td>
<td>$1 \times 10^{-5}$</td>
<td>Transport</td>
</tr>
<tr>
<td>SrCO$_3$</td>
<td>$3 \times 10^{-5}$</td>
<td>Surface-reaction</td>
</tr>
<tr>
<td>CaCO$_3$</td>
<td>$6 \times 10^{-5}$</td>
<td>Surface-reaction</td>
</tr>
<tr>
<td>Ag$_2$CrO$_4$</td>
<td>$1 \times 10^{-4}$</td>
<td>Surface-reaction</td>
</tr>
<tr>
<td>PbSO$_4$</td>
<td>$1 \times 10^{-4}$</td>
<td>Mixed</td>
</tr>
<tr>
<td>Ba(IO$_3$)$_2$</td>
<td>$8 \times 10^{-4}$</td>
<td>Transport</td>
</tr>
<tr>
<td>SrSO$_4$</td>
<td>$9 \times 10^{-4}$</td>
<td>Surface-reaction</td>
</tr>
<tr>
<td>Opaline SiO$_2$</td>
<td>$2 \times 10^{-3}$</td>
<td>Surface-reaction</td>
</tr>
<tr>
<td>CaSO$_4$·2H$_2$O</td>
<td>$5 \times 10^{-3}$</td>
<td>Transport</td>
</tr>
<tr>
<td>Na$_2$SO$_4$·10H$_2$O</td>
<td>$2 \times 10^{-1}$</td>
<td>Transport</td>
</tr>
<tr>
<td>MgSO$_4$·7H$_2$O</td>
<td>$3 \times 10^{0}$</td>
<td>Transport</td>
</tr>
<tr>
<td>Na$_2$CO$_3$·10H$_2$O</td>
<td>$3 \times 10^{0}$</td>
<td>Transport</td>
</tr>
<tr>
<td>KCl</td>
<td>$4 \times 10^{0}$</td>
<td>Transport</td>
</tr>
<tr>
<td>NaCl</td>
<td>$5 \times 10^{0}$</td>
<td>Transport</td>
</tr>
<tr>
<td>MgCl$_2$·6H$_2$O</td>
<td>$5 \times 10^{0}$</td>
<td>Transport</td>
</tr>
</tbody>
</table>

A simple calculation shows how incorrect it is to assume that a typical, relatively insoluble, mineral dissolves during weathering at a rate predicted for diffusion or transport control in aqueous solution. Using the solubility for K-feldspar at a soil pH of 6 (rather than the value given in Table 1 which is for a hydrolysis pH of 8), typical values of $D_s = 10^{-6}$ cm$^2$ sec$^{-1}$ and $r_c = 200$ µm, and the reasonable assumption for dilute soil solutions that $C_w << C_{eq}$, we obtain from equation (2) the time necessary to completely dissolve 200 µm sized feldspar grains by molecular diffusion in solution. The result is $t = 14$ months. (This is a maximum value since flow of the soil or ground water has not been considered.) Obviously, this result is incorrect since K-feldspars persist in soils for thousands to millions...
of years; thus, actual dissolution rate is far slower than that predicted for aqueous diffusion control.

**DIAGENESIS**

Diagenesis, especially early diagenesis, lends itself readily to a kinetic approach. The principal reason for this is that a time frame is associated with sedimentary layers. In modern un lithified sediments overlain by water, the most convenient frame of reference is the sediment-water interface. Depth below this interface is proportional to time, and burial can be viewed as the flow of sediment downward away from the interface. If one, then, fixes on a given depth in a sediment, processes affecting chemical properties at that depth must also include burial advection. Also, since vertical concentration gradients are generally much greater than horizontal ones, one can treat the properties as being only a function of depth and time. Mathematically, these ideas can be expressed in the form of a diagenetic equation:

$$\frac{\partial C}{\partial t} = \frac{DC}{dx} - \omega \frac{\partial C}{\partial x} t$$

where: $C =$ concentration, $x =$ depth in the sediment, $t =$ time, and $\omega =$ rate of burial ($dx/dt$). Here the partial derivative refers to changes at any fixed depth $x$ and the total derivative refers to changes occurring in a fixed sediment layer undergoing burial.

A very useful concept is that of steady state diagenesis. This occurs when all diagenetic processes balance one another so that there is no change with time at a given depth. Mathematically, this is expressed as:

$$\frac{\partial C}{\partial t} x = 0$$

so that from (4):

$$\frac{dC}{dt} = \omega \frac{\partial C}{\partial x} t$$

Steady state diagenesis can be viewed as a balance set up such that material supplied or depleted from above by burial is consumed or produced by chemical reaction (and diffusion) and, as a result, plots of concentration versus depth always look the same at successive times. This is all illustrated in Figure 9. Note that there is diagenetic
change within a given layer undergoing burial but no change at a fixed depth. Since the sediment-water interface is also a fixed depth \((x = 0)\), steady state diagenesis means that the composition of material added to the sediment at the time of deposition does not vary with time. Obviously, steady state is most likely where depositional conditions are constant and continuous. This is best exhibited by fine-grained muds deposited in lakes or the oceans.

The treatment of diagenesis in this paper will be restricted to a brief discussion of organic matter decomposition, via sulfate reduction, in fine-grained marine sediments. This is done merely to demonstrate a chemical kinetic approach to diagenesis and is not intended as a thorough treatment of either bacterial sulfate reduction or diagenetic processes. For a more complete discussion of quantitative approaches to diagenesis, the reader is referred to the book by Berner (1980). Here we will ignore the processes of compaction, bioturbation, adsorption, and externally forced water flow, and will concentrate only on chemical reaction, burial advection, and interstitial molecular diffusion. Also, only steady state diagenesis will be considered. In the case of sulfate reduction these assumptions are reasonably valid if we restrict our discussion to sediment depths below the top 10-20 cm where bioturbation (the disturbance of bottom sediment by macroorganisms) and consequent water movement can be appreciable. Also, sulfate does not strongly adsorb on solid particles in most sediments.

Bacterial sulfate reduction involves the reduction of dissolved sulfate in the interstitial water of a sediment to \(\text{H}_2\text{~S}\) with a concomitant oxidation of organic matter to \(\text{CO}_2\) and \(\text{HCO}_3^-\). The overall process can be summarized by the reaction:

\[
2\text{CH}_2\text{O} + \text{SO}_4^{2-} + \text{H}_2\text{~S} + 2\text{HCO}_3^- 
\]

\(\text{(7)}\)
This process can take place only under strictly anoxic conditions and as a result it is normally restricted to buried sediments since most all surface waters contain dissolved oxygen. Sulfate reduction is an important process both for the decomposition of organic matter and for the formation of pyrite (which forms by the reaction of H₂S with detrital iron minerals in the sediment).

The rate of organic matter decomposition via sulfate reduction can be assumed to follow first-order kinetics as discussed earlier in this paper (see also Chapter 1). In other words, in terms of equation (3):

$$\frac{dG}{dt} = -kG$$  \hspace{1cm} (8)

where $G$ now refers to the concentration of CH₂O in reaction (7). (For reasons that will soon become apparent, $G$ is expressed in units of mass of solid organic carbon per unit volume of enclosing pore water.) If we assume that the organic matter is present in a solid form so that the only processes affecting it are burial advection and decomposition, and that it consists of only one set of organic compounds with one $k$ value (which is reasonable for sediments below the zone of bioturbation), then from equations (6) and (8) at steady state:

$$-\omega \frac{dG}{dx} - kG = 0$$  \hspace{1cm} (9)

Solution of this equation for the boundary conditions:

$$x = 0 \hspace{1cm} G = G_o$$

$$x = \infty \hspace{1cm} G = 0$$

yields:

$$G = G_o \exp\left(-\frac{k}{\omega}x\right)$$  \hspace{1cm} (10)

Now from the stoichiometry of reaction (7), the rate of bacterial sulfate reduction is given by:

$$\frac{dC}{dt_{\text{bact}}} = \frac{1}{2} \frac{dG}{dt}$$  \hspace{1cm} (11)

where $C =$ concentration of dissolved sulfate in mass per unit volume of interstitial water. (Equation (11) is simple since we have expressed $G$ in terms of mass per unit volume of pore water.) From (8), (10), and (11), finally:

$$\frac{dC}{dt_{\text{bact}}} = -\frac{kG_o}{2} \exp\left(-\frac{k}{\omega}x\right)$$  \hspace{1cm} (12)
The diagenetic equation for sulfate, since it is a dissolved species, involves diffusion as well as bacterial reduction and burial. At steady state the diagenetic equation is:

\[ \frac{D_s}{3x} \frac{d^2}{dx^2} C - \omega \frac{dC}{dx} - \frac{kG}{2} \exp \left[ -\frac{k}{\omega} x \right] = 0 \]  

(13)

where \( D_s \) = molecular diffusion coefficient of sulfate in the sediment. The first term on the left assumes that Fick's Second Law of diffusion describes the effect of diffusion on sulfate concentration. Solution of equation (13) for the boundary conditions:

\[ x = 0 \quad C = C_0 \]
\[ x = \infty \quad C = C_\infty \]

yields:

\[ C = (C_0 - C_\infty) \exp \left( -\frac{k}{\omega} x \right) + C_\infty \]

(14)

\[ C_0 - C_\infty = \frac{\omega G_0}{2(\omega + kD_s)} \]

(15)

(The asymptotic concentration \( C_\infty \) strictly represents the concentration of sulfate when organic matter is exhausted, in other words, when \( G \) goes to zero. However, in most sediments sulfate is exhausted before organic matter and in this case \( C_\infty \) becomes a negative number and is used only as a curve fit parameter.)

From plots of measured dissolved sulfate concentrations versus depth, such as that shown in Figure 10, the values of \( k \) and \( G_0 \) can be obtained by a combination of curve fitting to obtain \( C_0 \), \( C_\infty \), and \( k/\omega \) and the use of independently determined values of \( \omega \) and \( D_s \). This has been done for a wide variety of sediments (Toth and Lerman, 1977; Berner, 1978b; 1980; Murray et al., 1978; Filipek and Owen, 1980) resulting in values of \( k \) ranging over six orders of magnitude. Values of \( G_0 \) are much more uniform. In this way, use of diagenetic equations along with sediment chemical data can be used to obtain fundamental rate data for organic matter decomposition.

The model presented above assumes that the rate of sulfate reduction is a function only of the concentration of metabolizable organic carbon and not also of sulfate. From a number of laboratory studies using natural sediments (e.g., Martens and Berner, 1977) this is justified but only at sulfate concentrations greater than about 25% of that
found in the overlying seawater.

As sulfate is depleted with depth to very low values, the rate of sulfate reduction in most sediments must become limited by sulfate itself. Recent unpublished laboratory experiments by Joseph Westrich at Yale University shows this to be the case. Westrich has found that in order to describe bacterial sulfate reduction at all depths and all sulfate concentrations, equation (12) must be modified to:

$$\frac{dc}{dt} = -\frac{kG}{2} \exp\left[-\frac{k}{\omega} \left(\frac{C}{K_M} + C\right)^{1/2}\right]$$  \hspace{1cm} (16)

where $K_M$ = curve fit parameter with the units of concentration. This dependence upon sulfate concentration shows that sulfate reduction obeys the Michaelis-Menten equation (Cornish-Bowden, 1976) which is a common rate law for bacterial processes. In this case $K_M$ is referred to as the Michaelis constant. For sediments buried well below the zone of bioturbation Westrich found the value of $K_M$ to average around 1.5 mM. Thus, at most sulfate concentrations, such as shown in Figure 10, equation (16) is sufficiently accurately represented by the much more simple equation (12) and the type of diagenetic modeling discussed above is justified. Use of equation (16), instead of (12), in the diagenetic equation would lead to a more complicated solution since in this case the diagenetic equation becomes non-linear.

CONCLUSION

In this paper I have tried to show how the subjects of weathering and diagenesis can be approached from a kinetic standpoint. This type of work depends upon an intimate interplay between field measurements, laboratory experiments, and mathematical theory. Because of the accessibility of soils and sediments, models based on laboratory measurements and theoretical calculations can be used along with field data to
calculate rate parameters which are otherwise difficult to measure in the laboratory. Also, theoretical models can be tested in the field. Much more work needs to be done in the application of chemical kinetics to geological problems, and it is hoped that this chapter has shown some of the ways this can be done for the surficial environment.
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Chapter 4
TRANSITION STATE THEORY  Antonio C. Lasaga

INTRODUCTION

Most kinetic phenomena from the microscopic viewpoint consist of a sequence of elementary steps, each of which requires overcoming a potential energy barrier. The microscopic dynamics may be likened to a geologist who travels from valley to valley by climbing over successive ridges and hopefully finds the easiest mountain passes between potential energy peaks. The task of transition state theory (TST) is to characterize precisely the climbing rates of reactants over these potential barriers. This powerful theory dates back to a series of papers in 1935 by Henry Eyring (Eyring, 1935a,b; Glasstone et al., 1941) who developed a statistical mechanical calculation of reaction velocities. We can explain the tenets of the theory as follows. An elementary reaction involves the molecular collision of reactant species to produce specified products. Both reactants and products are situated at the bottom of well-defined potential energy wells; i.e., they are stable (or metastable) species. However, in proceeding from reactants to products, the species must usually travel over a potential energy barrier (see Fig. 1a). The theory at this point focuses on the molecular configuration at the top of this barrier, (ABC)*, a configuration roughly midway between that of reactants and products. The potential energy surface has a maximum at this configuration in the direction of the so-called reaction coordinate, but the potential energy increases in all other directions. Therefore, the potential energy surface topology in the neighborhood of this configuration, termed the activated complex, resembles that of a saddle. The reaction coordinate (dashed line in Fig. 1a) is the net motion which takes reactants to products. For example, for the reaction \( A + BC \rightarrow AB + C \), motion along the reaction coordinate (see Fig. 1a) alters the configuration of the atoms as follows:

\[
\begin{align*}
\hat{A} & \quad \cdots \quad \hat{B} & \quad \cdots & \quad \hat{C}.
\end{align*}
\]  

This motion illustrates the decrease in the \( r_{AB} \) distance and the concomitant increase in the \( r_{BC} \) distance needed to form the products.